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SN Cosmology: Goals

• Want to get better estimate of 
cosmological parameters

• Probe deeper redshift, with small correct 
error bars
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So ...
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Figure 24. Example simulated Type Ia SN light curve forecast displaying combined DES and VIDEO Survey data assuming the DES 5-field hybrid strategy. The
points are an MLCS2k2 fit and the band is the fit error. The wavelength ranges in nanometers of the passbands indicated are: 400–550 (g band), 560–710 (r band),
700–850 (i band), 850–1000 (z band), 970–1020 (Y band), 1040–1440 (J band). Note that initial investigations show that the H and Ks SNRMAX is insufficient for
SN science, and so only a grizYJ light curve is shown.
(A color version of this figure is available in the online journal.)
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Figure 25. Hubble diagram of binned SNeIa for the hybrid 10-field survey. Note
that the scale of the errors on the points is not visible. The rms and rms/

√
N

values for each redshift bin are shown in Table 14.
(A color version of this figure is available in the online journal.)

Table 14
The Hubble Diagram rms Scatter, and rms/

√
N , for the Simulated DES

Hybrid 10-field Survey

Redshift rms rms/
√

N

0.0–0.1 0.17 0.0350
0.1–0.2 0.15 0.0140
0.2–0.3 0.14 0.0082
0.3–0.4 0.16 0.0073
0.4–0.5 0.17 0.0068
0.5–0.6 0.18 0.0075
0.6–0.7 0.18 0.0086
0.7–0.8 0.21 0.0120
0.8–0.9 0.23 0.0150
0.9–1.0 0.25 0.0180
1.0–1.1 0.21 0.0200
1.1–1.2 0.17 0.0240

for the hybrid 5-field survey are very similar to the 10-field
figures. These figures will be discussed further in Section 8.2.

The DES SN sample will provide the most precise cosmolog-
ical constraints when combined with low-redshift SN samples.
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Figure 26. Hubble diagram of individual SNeIa and SNcc for the hybrid 10-field
survey.
(A color version of this figure is available in the online journal.)

We include in our forecasts a simulation of the 3 year SDSS
sample, as well as a projected data point representing 300 SNe
below redshift z = 0.1. For each low-redshift sample, we assume
a 0.01 systematic uncertainty in the absolute SNIa brightness
(see Appendix B).

8.1. Figure of Merit

Constraints on cosmological parameters are obtained by
comparing the theoretical values of distance moduli, µ(z, θc), to
the values inferred from the light curve fits of the SN simulations,
µfit(z), where θc ≡ {ΩDE, w0, wa, Ωk} is the set of cosmological
parameters. The likelihood for an individual SN at redshift zi ,
L(µfit|zi, θc), is taken to be Gaussian with a mean given by the
µ(zi, θc) at redshift zi, for the cosmological parameters θc, with a
standard deviation σ

µ
i given by the MLCS2k2 light curve fit errors

and an intrinsic dispersion σint = 0.13 added in quadrature. In
the case of SNe with photometrically determined redshifts, we
add an error of |∂µ(z, θc)/∂zδz| in quadrature. The simulated SN
observations are independent, and the likelihood is analytically
marginalized over the nuisance parameter combination of the
Hubble constant, H0, and the absolute magnitude, M, with a flat
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Figure 10. Number of SNeIa vs. redshift for four of the DES strategies
investigated. Total supernova statistics are 4175, 3482, 2984, 2381 for the
shallow 9-field, hybrid 10-field, hybrid 5-field, and deep 3-field surveys,
respectively. The SN statistics shown include the application of all the selection
cuts listed in Table 6. Note that subtle changes in the amount of exposure
time allocated to each passband can lead to large changes in the number of
SNIa passing cuts. For example, a reasonable set of alternate exposure times
considered for the 10-field hybrid results in ∼600 more SNIa passing cuts,
mostly in the redshift range of 0.6–0.8. Such additional SNeIa negate the
apparent advantage of the 5-field hybrid survey in that redshift range as shown
in this plot.

found that the projected number of DES SNeIa would change
by approximately 7% given such a rate variation.

4. REDSHIFT DETERMINATION

A precise estimate of SN redshifts is needed for placement of
SNe on the Hubble diagram and for performing K-corrections
on observed passbands to the SN rest frame. There are four
possible methods of obtaining SN redshifts: (1) spectroscopic
follow-up of individual SNe, (2) spectroscopic redshifts of the
associated host galaxies, (3) photometric redshifts (photo-z’s) of
SNe, and (4) photo-z’s of the host galaxies. In addition, the DES
Collaboration is considering the use of optical cross-correlation
filters (Scolnic et al. 2009) for both redshift determinations and
SN typing. The final analysis of the DES SNe will use the
host spectroscopic redshifts as the central method for redshift
determination, with important roles being played by the other
methods. We next discuss the redshift determinations for the
final analysis (with the complete sample of host-galaxy spectra
and redshifts), as well as the interim analysis before host
spectroscopic redshifts have been measured.

4.1. Role of Each Method of Redshift Determination

In previous SNIa Hubble diagram analyses, cosmological
constraints have been obtained using mostly spectroscopic
confirmation of the SN, which not only afforded an extremely
precise determination of the redshift, but also the additional
advantage of accurate SN typing. For the DES, it is impractical
to obtain spectra for every SN at high-z. The DES will use
photometric typing for most of the SNe observed (see Section 6).
This technique works very well, and will be further validated by
obtaining a spectrum for a significant fraction of low-redshift
SNe. In addition, a sample of 10%–20% of SNe at higher
redshifts, with a spectrum taken with 6–10 m class telescopes,
will be used to study SN evolution, photo-z’s, and sample
purity. Note that SNe with host galaxies too dim to obtain a
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Figure 11. Top (bottom): the SNIa redshift distribution for the 5-field (10-field)
hybrid survey including the deep and shallow components. Note that the 10-field
cadence is slightly worse.

host spectrum are another sample that could trigger taking of a
follow-up SN spectrum.

Obtaining spectroscopic redshifts of host galaxies, assuming
correct host identification, yields precise SN redshifts. In addi-
tion, large numbers of the host galaxies can be measured simul-
taneously with an MOS. We will target every visible SN host,
but we expect that the efficiency of obtaining a valid redshift
will decrease significantly for galaxies dimmer than apparent i-
band magnitude mi = 24, as indicated by the follow-up of SNLS
galaxies (D. Hardin et al. 2012, in preparation). For the purposes
of our study, we have approximated the efficiency of obtaining
a galaxy redshift as 100% for mi < 24 and 0% for mi > 24.
For forecasting SN analyses, as well as planning follow-up tele-
scope resources, it is important to estimate the fraction of SN
hosts with mi < 24. Measurements of SNIa host magnitudes
from SNLS (D. Hardin et al. 2012, in preparation) have large
statistical uncertainties at the highest SNLS redshifts. Therefore,
we have constructed a model described in Appendix A. This is
a non-trivial task, however, given uncertainties in the SNIa rate
dependencies on galaxy mass, luminosity, and type and of red-
shift evolution. Appendix A describes, in detail, our estimates of
SNIa host-galaxy brightnesses in redshift bins, and the sources
of significant uncertainty at large redshift. A model estimate is
shown in Table 7, where we present the fractions of SNIa host
galaxies satisfying the apparent-magnitude limit mi < 24 for
z-bin values from 0.1 to 1.2. Within the uncertainties, the data
and model agree. In this study, we choose to use the model (since

8
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Large, homogeneous, precise sample for cosmology
unprecedented demands on systematics
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How are the numbers 
achieved?

• Photometric Typing:  For SDSS number ~ 3+ 
times, but core collapse contamination

• improved technology/time:  probe many SN 
in high redshift range 

The systematic effects come in through the 
standardization procedure:

Incorporating observational errors
What are the model errors involved
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Standardization 

measurable SN properties
M + ↵x1 � �c+m0 = 0

SN properties are correlated, cluster around a surface
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SALT2 Model: data 
driven

F (SN,�, p) = x0 (M0(�, p) + x1M1(�, p))Exp(�cCL(�))

Global parameters : From Training

width of LC 
observed 
amplitude  

Ratio of 
peak mags

SN observables: measurable from light curves 
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Fig. 2 The U∗UBVRI template light curves obtained after the
training phase for values of x1 of -2, 0, 2 (corresponding to
stretches of 0.8, 1.0, and 1.2; dark to light curves) and null BV
color excess. U∗ is a synthetic top hat filter in the range 2500–
3500 Å. The shaded areas correspond to the one standard devia-
tion estimate as described in section 6.1.
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Fig. 3 The color law c × CL(λ) as a function of wavelength for
a value of c of 0.1 (solid line). The dashed curve represents the
extinction with respect to B band, (Aλ − AB), from Cardelli et al.
(1989) with RV = 3.1 and E(B − V) = 0.1, and the dotted line
is the color law obtained with SALT (very close to the result
obtained here).
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Typical Ranges 

alpha ~ 0.1, beta ~3.1µ = �2.5 log(x0) + ↵x1 � �c+m0
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c changes spectral slope
Standardization: parameters

c changes slope of spectrum : seen as 
different strengths in photometric bands 

Uncertainties in filter transmissions affect color and thus our 
estimates of distance modulus and hence cosmology

Supernova 
Cosmology 
Project

Time scale 
of  decline

calibration errors or uncertainties in filter transmission 
resulting in slopes affect c and hence cosmology  
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Measurement related 
systematics: calibration
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Figure 27. Example shift in the average distance modulus, binned in redshift,
for a 0.01 mag error in the i-band filter zero point assuming the DES 5-field
hybrid strategy. The black line is a polynomial fit to the triangles. Also shown
are the shifts (divided by 10) for a 0.1 mag error, demonstrating linearity in the
µ change. The shift in the 10-field survey is very similar to this.
(A color version of this figure is available in the online journal.)
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Figure 28. Example shifts in w0 for systematic changes in filter zero points
assuming the DES 5-field hybrid strategy.
(A color version of this figure is available in the online journal.)

of view of constraining the CPL parameters, after combining
with prior data, the two strategies are essentially equivalent.
The strategy choice is then motivated by the potential for other
kinds of studies that can, e.g., test and verify the accuracy of
SNIa light curve models and of the redshift independence of
SNIa standardized luminosities. Such studies typically require
a large sample size, so that one can study correlations with other
observables, e.g., SNIa host properties. The 10-field survey
provides a much larger number of well-measured SNeIa at
redshift ranges where the potential for observing host properties,
or obtaining SNIa spectra, is high. Thus, the 10-field hybrid
strategy is more suitable for such studies.

The systematic uncertainties in the filter centroids are derived
in a similar fashion to the zero points, using 10 Å as the expected
wavelength precision for the DES. The resulting FoMs are also
presented in Table 16.

The systematic uncertainty due to SNcc misidentification is
caused by the fitted-µ difference between SNeIa and SNcc (see
Figure 26). SNcc are generally dimmer than SNeIa, and, in a fit
for SNIa parameters, this causes a shift in µ to larger values. In
this analysis, the fraction of SNcc in the SNIa samples is small,

Table 16
DETF Figure of Merit (Modified as Described in Section 8.1) for the MLCS2k2
Model Including Various Systematic Changes in the DES SNIa Hybrid 10-field

Survey (Including a Low-redshift Anchor and a Simulated SDSS Sample)

Systematic FoM
Change with
Included Systematic

None 228
Filter zero point shift 157
Inter-calibration 188
Filter λ shift 179
Core-collapse misid. 226
RV and τAV 128

Total without RV and τAV 124

Total with RV and τAV 101

Note. The 5-field hybrid total values without and with RV and τAV are 120 and
94, respectively.

typically <5%. The resulting small average µ shift, and the fact
that the SNcc that pass selection cuts are all at low redshift
where the low-redshift anchor suppresses their effect, causes a
relatively small decrease in FoM (see Table 16).

The final systematic uncertainty considered is the use of an
incorrect dust extinction prior in the SNIa fitting procedure.
Figure 16 showed that the use of the prior in the MLCS2k2 fit
improved the rms scatter of the Hubble diagram, compared to
the SALT2 fit, which had no prior. However, the tradeoff is an
additional systematic uncertainty since an incorrect prior in the
fit can bias the distance modulus. The uncertainty in RV and
τAV is derived from the analysis of one SNIa color presented
in Section 7.1 and in Figure 22. Values of RV within ∼0.38 of
the SDSS reference value, and τAV within ∼0.06 of the SDSS
reference value, were used to derive the FoM. The resulting
effect on the FoM is actually more significant than that of
the fundamental systematics (see Table 16). These uncertainties
can be improved by using all the color information available;
on the other hand, they ignore possible redshift dependence.
Our analysis indicates that the effect of the current dust prior
systematic is much larger than the effect of increased Hubble
residuals in the SALT2 analysis FoM (see Table 15).

The total FoM, including our current estimates of systematic
uncertainties, is shown in Table 16, for the cases both with and
without the dust prior. The 95% CL limits on w0 and wa are
displayed in Figure 29, for statistical uncertainties and including
all systematic uncertainties. Figure 30 displays the total 95% CL
limits on w as a function of redshift, and includes curves for the
DETF Stage II prior alone.

Overall, the DES SNIa sample, augmented by a low-redshift
anchor set, is expected to constrain a time-dependent parame-
terization of w, and improve the DETF FoM by at least a factor
of 1.75 over the Stage II value of 58.

9. DISCUSSION AND SUMMARY

We have presented an analysis of SN light curves simulated
for the upcoming DES using the public SNANA package (Kessler
et al. 2009b). The DES Collaboration expects first light to
occur in 2012. We have discussed, in detail, a prescription for
the selection of an SN search strategy prior to the onset of survey
operations. We have taken several facets of observational super-
nova methodology into consideration, e.g., filter selection, ob-
serving field selection, cadence, exposure time, bias mitigation,

19
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Calibration systematics

• Has been considered as a major source of 
systematics. Also for DES forecasts. 

•  In current experiments, the effects are 
incorporated by computing a covariance 
matrix based derivates of distance modulus

• Use simulations to understand the effect of 
zero points as a model parameter, and 
marginalize over it.  
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Incorporating effects on 
Parameter estimates

• Have done this in forecasts, but can use the 
same idea for constructing likelihoods

• Improvements are possible by combining 
light curve fitting stage with parameter 
estimation (but computationally 
complicated)
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Training systematics

• SN cosmology is based on comparing SN 
light curves to a model

• This model is determined from a data set 
of SN which is supposed to representative 
of the SN population  

• The errors are propagated to light curve 
fits and thus cosmology

are the models and the errors correct? 
Friday, July 13, 12



Training Methodology4 J. Guy et al, SNLS Collaboration: SALT2
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Fig. 1 Phase-space mapping by photometric data (top) and spec-
tra (bottom). For photometric observations, the rest-frame cen-
tral wavelength of the filter is considered.

is the central wavelength of the I-band filter. Also, we have lit-
tle spectroscopic information in the UV for phases earlier than
−10 days or greater than 10 days since the spectroscopic obser-
vations of the SNLS are designed to be as close as possible to
the date of maximum luminosity. The few late UV spectra we
have in our sample come from IUE database (INES 2006).

4. Training the model
4.1. The training procedure

The convergence process consists in minimizing a χ2 that per-
mits the comparison of the full data set with the model of equa-
tion 1. For each SN, the parameters are the normalization and
coordinates along the principal components (xk), a color and
re-calibration parameters for spectra if any. The actual com-
ponents (Mk) and the parameters of the color-law CL(λ) also
have to be estimated. This procedure requires a first guess for
the model components (Mk), for a first estimate of normaliza-
tion, spectra re-calibration and color. We used the SALT model
SED sequence for a SN with stretch = 1 for M0 and the dif-
ference of SED sequence of a SN with stretch = 1.1 and the
previous one forM1 (i.e. a linearized version of SALT model).
Additional components where initiated with the orthogonal part

of the SALT model SED sequence with respect to all previous
components.

We end up with more than 3000 parameters to fit, with ob-
vious non-linearities, so that we used the Gauss-Newton proce-
dure, which consists in:

1. Approximating locally the χ2 by a quadratic function of the
parameters.

2. Solving a large linear system to get an increment of the pa-
rameters (δPi).

3. Increment the parameters and iterate until the χ2 decrement
with respect to the previous iteration becomes negligible.

First, the average model is estimated along with the color-
law, calibration coefficients for spectra, and parameters of the
SNe ( (xi), c ). When the system has converged, we add another
component, and all the parameters are fitted again (components,
color-law, SN parameters). The convergence algorithm is insen-
sitive to the input set of components.

4.2. Regularization

There might be some degeneracy in part of the phase space for
the given data set. For instance, if a phase×wavelength region
is only covered by photometry and not spectroscopy, we do not
have enough data to constrain the combinations of parameters
that model spectral features, whereas we can still model a pho-
tometric measurement, since the signal is integrated on a large
spectral band. Adding a regularization term in the χ2 solves this
issue. If its contribution is low enough, it will not alter signifi-
cantly the determination of parameters that are addressed by the
data, while putting some limitation on the parameters that are
not. We have chosen to minimize second derivatives with respect
to phase and wavelength (once again, effective only when there
is not enough data). The regularization term is the following :

χ2REGUL = n ×
∑

MT
k D

TDMk

whereMk is the vector describing component k, D is the deriva-
tive matrix and n a normalization that controls the weight of this
regularization with respect to data. Since such a term introduces
a bias in the estimator (departure from the maximum likelihood
estimator), we have to quantify it in order to adjust the normal-
ization n. For this purpose, we used a simulated dataset. This
simulation helps us to define the resolution of the model. Each
SN of the training sample was adjusted using the SALT model,
then fake light-curves and spectra were computed by replacing
each true measurement of the SN by the best fit value of the
model. The training procedure applied to this data set gives a re-
sult that is slightly biased due to the regularization term in the
χ2 in the UV wavelength region. The weight of the regulariza-
tion term (normalization n) was chosen so that the bias in K-
corrections is smaller than 0.005 mag for all wavelength, which
is significantly less than the statistical uncertainties.

4.3. Model resolution

The choice of the model resolution is imposed by the data set we
have. We used 10 × 120 parameters for M0 (10 along the time
axis and 120 for wavelength), in a phase range of [−20,+50]
days and a spectral range of [2000, 9200]Å. This gives a spectral
resolution of order of 60 Å which is sufficient for the modeling
of SNe with broad lines due to the velocity of the ejecta. ForM1,
we choose to use a lower resolution ( 10 × 60 parameters). The

Global ML fit of SN parameters (x0, x1,c) 

and the model parameters (M0,M1, Cl). 

So, 3N + number of model parameters 

Areas in phase space are sparsely sampled. 
Regularization added to the fitter. (or/and 
new data from SDSS)

Errors from the fit (model error added in 

quadrature to data errors
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Assessing Errors in 
trainings

• Joint Light Curve Analysis Group: Study the  
recovery of cosmological parameters of a 
test simulated dataset using the light curve 
fitters

• Modifying the training sample with real SN 
and computing changes in distance moduli  
of a dataset. 

• The main changes seem to affect the color 
law in the low wavelength region. Affects 
mu at high z.  
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Color Law Differencesresults: color law

 )ÅWavelenght ( 
2000 3000 4000 5000 6000 7000 8000

B
 - 

A
 
λ 

A

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Monday, May 7, 12

� (Ang)
Friday, July 13, 12



Effect on estimating mu
Hubble Diagram 
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• Compare with Julien’s 
(http://supernovae.in2p3.fr/jla/lib/exe/detail.php?id=posts

%3Atraining_snls3_sdss&media=posts:dmubis.gif) same 

• Slight differences: for 
example in my 
MEGACAM version, no 
points above z=1

• SNLS: alpha =0.073, 
beta=3.2;

• SNLS+SDSS: 
alpha=0.0659,beta = 
3.17

Monday, May 7, 12

• Has 219 SN 
from original 
training

• Additionally 284 
LC from SDSS 
with the best 
choice of cuts

Has a negligible effect on wCDM cosmology,  but
could be still bad for SN at high redshifts

Friday, July 13, 12



Summary

• Tighter constraints from SN involves larger 
number of SN requires much greater 
control of systematics 

• Most systematics enter through the 
standardization of SN intrinsic brightness

• Observational uncertainties are dominated 
by calibration, but can be modelled 

• Error in SN model may require further 
studies

Friday, July 13, 12


